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Main theorem. For $d \geq 3$ odeco/udeco tensors form a real-algebraic variety defined by polynomials of the following degrees:

<table>
<thead>
<tr>
<th></th>
<th>$\text{odeco (\mathbb{R})}$</th>
<th>$\text{udeco (\mathbb{C})}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>symmetric</td>
<td>2 (associativity)</td>
<td>3 (semi-associativity)</td>
</tr>
<tr>
<td>ordinary</td>
<td>2 (partial associativity)</td>
<td>3 (partial semi-asso.)</td>
</tr>
<tr>
<td>alternating</td>
<td>2 (Jacobi), 4 (Casimir)</td>
<td>3,4??</td>
</tr>
</tbody>
</table>
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**Proof** (ordinary case). Contracting $T = \sum_{i=1}^k v_{i1} \otimes \cdots \otimes v_{id}$ with a general tensor in $V_3 \otimes \cdots \otimes V_d$ yields a two-tensor $A$ with distinct nonzero singular values. □

(This yields an algorithm for orthogonal decomposition—Kolda.)
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**Conjecture (Robeva).** This characterises ordinary odeco tensors.
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Again, $T \in \text{Alt}^3(V)$ gives a bilinear multiplication $(x, y) \mapsto xy$. Now we have $xy = -yx$ and $(xy|z) = -(xz|y)$.
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**Proof.** $\Rightarrow$: $V$ decomposes as an orthogonal direct sum of copies of $(\mathbb{R}^3, \times)$, for which the expression above is the Casimir element.

$\Leftarrow$: $(V, \cdot)$ is then a compact Lie algebra. Their classification implies that the only simple one for which $C$ is central, is $(\mathbb{R}^3, \times)$. $\square$
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The inner product gives a linear isomorphism $V \to V^s$, $v \mapsto (v|.)$.

$T \in V^\otimes 3$ gives a bi-semilinear product $V \times V \to V$.

**Proposition.** $T \in \text{Sym}^3(V)$ is symmetrically udeco iff the product is semi-associative: $x(y(zu)) = z(y(xu))$ and $(xy)(zu) = (xu)(zy)$.

We have a similar characterisation for ordinary three-tensors.
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<td>3 (partial semi-asso.)</td>
</tr>
<tr>
<td><strong>alternating</strong></td>
<td>2 (Jacobi), 4 (Casimir)</td>
<td>3,4??</td>
</tr>
</tbody>
</table>

There is a 280-dimensional space of cubic equations for udeco tensors in $\text{Alt}^3 \mathbb{C}^6$, one of which looks like:

$$
t_{1,4,5}t_{2,3,4}\bar{t}_{1,3,5} - t_{1,3,4}t_{2,4,5}\bar{t}_{1,3,5} + t_{1,2,4}t_{3,4,5}\bar{t}_{1,3,5} + t_{1,4,6}t_{2,3,4}\bar{t}_{1,3,6} - t_{1,3,4}t_{2,4,6}\bar{t}_{1,3,6} + t_{1,2,4}t_{3,4,6}\bar{t}_{1,3,6} - t_{1,4,6}t_{2,4,5}\bar{t}_{1,5,6} + t_{1,4,5}t_{2,4,6}\bar{t}_{1,5,6} - t_{1,2,4}t_{4,5,6}\bar{t}_{1,5,6} + t_{2,4,6}t_{3,4,5}\bar{t}_{3,5,6} - t_{2,4,5}t_{3,4,6}\bar{t}_{3,5,6} + t_{2,3,4}t_{4,5,6}\bar{t}_{3,5,6}$$

...but the algebra has *no* polynomial identities of degree 3 :-(